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ABSTRACT 

Conventional wisdom dictates that the quality of data 
collected in a crowdsourcing project is positively related 
to how knowledgeable the contributors are. Consequently, 
numerous crowdsourcing projects implement crowd 
recruitment strategies that reflect this reasoning. In this 
paper, we explore the effect of crowd recruitment 
strategies on the quality of crowdsourced data using 
classification theory. As these strategies are based on 
knowledge, we consider how a contributor’s knowledge 
may affect the quality of data he or she provides. We also 
build on previous research by considering relevant 
dimensions of data quality beyond accuracy and predict 
the effects of available recruitment strategies on these 
dimensions of data  quality. 
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INTRODUCTION 

Crowdsourcing implies “outsourcing a task to a ‘crowd’, 
rather than to a designated ‘agent’ (an organization, 
informal or formal team, or individual), such as a 
contractor, in the form of an open call” (Afuah & Tucci, 
2012; Howe, 2006). Through crowdsourcing, information 
technology (IT) has been successfully used by 
organizations and individuals to engage large groups in 
many ways (Castriotta & Di Guardo, 2011; Hosseini, 
Phalp, Taylor, & Ali, 2014; Tarrell et al., 2013; Tripathi, 
Tahmasbi, Khazanchi, & Najjar, 2014). Examples include 
harnessing collective intelligence for decision-making and 
acquiring distributed or independent knowledge about a 
variety of interests like traffic monitoring and bird 
watching (Bonney et al., 2009; Buecheler, Sieg, Füchslin, 
& Pfeifer, 2010; Cohn, 2008; Malone, Laubacher, & 
Dellarocas, 2010). However, to successfully leverage the 
crowd for such purposes, crowdsourcers 1  of 

                                                             
1 Crowdsourcer is a term used in Estellés-Arolas & González-Ladrón-
De-Guevara (2012) and implies the decision makers in a crowdsourcing 

crowdsourcing projects must make a “design decision” 
about who will perform the task (Lyon & Pacuit, 2013; 
Malone et al., 2010). The primary decision in recruitment 
is whether to recruit only knowledgeable contributors or 
allow everyone to participate (Budescu & Chen, 2014; 
Lukyanenko, Parsons, & Wiersma, 2014). Understanding 
the consequences of these crowd recruitment options on 
the success of crowdsourcing projects will enable 
crowdsourcers to make informed staffing decisions. 

The limited literature in this area has mainly assumed 
implicitly that expert crowds are better and therefore 
provide insight on strategies to ensure the knowledge of 
contributors (Aspinall, 2010; Budescu & Chen, 2014; Du, 
Hong, Wang, Wang, & Fan, 2017; Wang & Strong, 1996; 
Wiggins, Newman, Stevenson, & Crowston, 2011). Some 
have compared the quality of data provided by two groups 
of contributors – experts and novices – in a 
crowdsourcing or citizen science context; however, they 
have addressed only the accuracy dimension of data 
quality2 (see Austen, Bindemann, Griffiths, & Roberts, 
2016; Crall et al., 2011). Moreover, contributor 
knowledge is not binary; that is, contributors are not just 
either experts or non-experts, but possess knowledge at 
some level along a continuum (Collins & Evans, 2007). 
Furthermore, these crowd recruitment studies and others 
have indicated that expert contributors do not provide 
more accurate data than novices, thereby posing a 
challenge to the benefits of strategies that “chase after 
experts in the crowd” (Surowiecki, 2005 p. XIX). 
Increasing our understanding of the impact of knowledge-

                                                                                                   
project who may be the sponsor or data consumers (see Parsons and 
Wand 2013). 
2

 Data quality is measured based on its intrinsic quality (e.g., accuracy, 
reputation of its provider), contextual quality (e.g., completeness, 
timeliness or ability to provide context for the data) and its 
representational quality (e.g., the format and meaning of the data) 
(Nelson, Todd, & Wixom, 2005; Wang & Strong, 1996). Like these 
papers, we consider data and information to be similar and 
interchangeable but distinguish contributions submitted by the crowd as 
data and the overall data collected by the citizen science system as 
information. All our reference to data quality will therefore imply 
intrinsic data quality, contextual data quality and representational data 
quality.  
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based crowd selection strategies on the quality of 
crowdsourced data stands to affect the success of data 
crowdsourcing projects (Wang & Strong, 1996; Wiggins 
et al., 2011). Chiefly, we seek to understand what is 
gained and what is lost in terms of data quality when 
crowdsourcers make the choice to recruit only expert 
contributors, or open up their crowdsourcing projects to 
everyone. Our stance is that while citizen science studies 
may be used for surveillance or monitoring (Wiersma, 
2010), novel discoveries are possible and desirable. In 
addition, collected data may have more uses than initially 
anticipated during the design of the study (Parsons & 
Wand, 2014).  

Our analysis will be applicable to the broader sphere of 
crowdsourcing and other crowd-facing information 
systems; however, we focus on citizen science systems –
“collaborations between scientists and volunteers, 
particularly (but not exclusively) to expand opportunities 
for scientific data collection and to provide access to 
scientific information for community members” 
(“Defining Citizen Science — Citizen Science Central,” 
n.d.). Further discussions of the quality of crowdsourced 
data and crowd recruitment in this paper will therefore 
mostly align with the characteristics of citizen science 
crowdsourcing. 

 

Crowd Recruitment Strategies  

Crowd recruitment strategies comprise the decisions 
crowdsourcers make about who they will let participate in 
their project to increase the chance of collecting reliable 
and high quality data (Geiger, Seedorf, Schulze, 
Nickerson, & Schader, 2011). Although participation in 
crowdsourcing projects is voluntary, crowd recruitment 
strategies consist of preselection measures explicitly or 
implicitly implemented by crowdsourcers to choose 
which volunteers get to participate. The central decision is 
whether to recruit only knowledgeable contributors or 
allow everyone to participate (Budescu & Chen, 2014;  
Lukyanenko et al., 2014). Besides recruitment decisions, 
crowdsourcers make other design decisions about the goal 
of the project (for examples see Bonney et al., 2009; 
Cooper, Dickinson, Phillips, & Bonney, 2007; Wiggins & 
Crowston, 2012), motivation to contribute (or why the 
crowd will participate) (for examples see Nov, Arazy, & 
Anderson, 2011; Raddick et al., 2009; Rotman et al., 
2012) and how the system is designed (Lukyanenko et al. 
2014). Whereas there is ample literature that can guide 
management on the latter decisions, more understanding 
of crowd recruitment strategies and their impact on 
crowdsourced data in citizen science is needed. In this 
paper, we focus on the impact of strategies that target 
contributors’ prior experience, training and the disparate 
levels of contributor knowledge (Austen et al., 2016; Crall 
et al., 2011). Understanding crowd recruitment strategies 
and their impact on crowdsourced data will not only 
clarify the pros and cons of recruitment decisions for data 

quality, but also guide crowdsourcers’ other design 
decisions. This paper therefore continues the discussion 
towards providing better understanding of how the quality 
of crowdsourced data is affected by recruiting a crowd of 
knowledgeable contributors or an undefined crowd (Crall 
et al., 2011). 
Citizen Science Data Quality 

Crowdsourcers recruit crowds for their projects taking 
into account concerns for data quality. They may seek to 
implement measures to ensure data quality before, during 
or after data collection (Wiggins et al., 2011). For 
instance, to ensure data quality before data collection, 
crowdsourcers may train potential participants to attain a 
desired level of knowledge required specifically to 
perform the citizen science task. During data collection, 
participants’ input may be algorithmically compared to 
“known states” or against an existing knowledge base for 
validation (Wiggins et al., 2011). After data collection, 
experts may subject participants’ submissions to review 
before acceptance. A typical example is e-bird 
(www.ebird.org), which allows everyone to participate, 
but employs a team of experts to “sift through … the 
observations [of other contributors and] validate them 
(Gura, 2013). A commonality in these strategies, as 
evidenced in many sampled citizen science projects, is 
that they are undergirded by the assumption that there is 
“value of expertise in ensuring data quality” (Wiggins et 
al., 2011 p.17).  

Wang & Strong (1996) defined data quality in terms 
whether “data … are fit for use by data consumers”. They 
identified several data quality dimensions - attributes that 
represent aspects of data quality and are pertinent in 
establishing it. According to Nelson, Todd, & Wixom, 
(2005); Wang & Strong, (1996); Wixom & Todd, (2005), 
dimensions of data quality empirically determined to be 
pertinent to consumers are: (1) Accuracy – the notion that 
the data provided is correct and objective; (2) 
Completeness – the degree to which all the data and their 
states that may be relevant to the consumer are captured 
by the contributed data; (3) Context-awareness (Currency) 
– the degree to which data “precisely reflects the current 
state of the world that it represents”; (4) Format –the 
degree to which the data contributed is interpretable and 
can be understood.  

Contributed data is accurate when it is factually correct 
with respect to the entity it represents. However, when 
data incorrectly identifies one entity as another, the 
eventual dataset is not only inaccurate but also 
incomplete. In the same vein, contextual data about the 
current state of entities under study can provide 
significant insights (sometimes unanticipated) to 
consumers about the phenomenon.  

Consistent with previous studies, we contend that, for data 
to be of sufficient quality to meet anticipated and 
unanticipated uses, all these dimensions must be 
considered. We will therefore consider high quality data 
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as giving contextual information where available, 
representing more completely the available instances of 
phenomena, being accurate, and being easy for the 
consumer to understand. In this study, we will define low 
quality crowdsourced data as data collected through 
crowdsourcing however constrained so that it does not 
fulfill all the necessary dimensions of data quality 
explicated herein. On the other hand, we will consider a 
crowdsourced data to be of high quality if it covers all the 
relevant dimensions of data quality. Accordingly, 
recruitment strategies that lead to the collection of the a 
low quality dataset is considered less desirable while 
those that avail the crowdsourcer the opportunity to 
collect data that meets all quality dimensions addressed 
herein will be considered ideal.  
 
Contributor Knowledge in Citizen Science 

Contributors to citizen science projects may have 
different levels of measurable knowledge about a 
phenomenon under study (Collins & Evans 2007). 
Therefore, we propose that participants in citizen science 
projects may contribute data based on one or more of 
these types of knowledge. 

Domain Knowledge (DK): we refer to prior domain 
knowledge as the knowledge participants have about the 
phenomenon under study. This knowledge may have been 
acquired through some training and is usually broad, 
covering more than just the phenomena being studied in a 
citizen science project. 

Task Knowledge (TK): some citizen science projects train 
potential participants on the task to be performed in the 
project and assess their knowledge based on the training. 
We refer to this type of training as task training. In this 
case, participants do not necessarily have prior knowledge 
of the domain of study.  

No Knowledge (NK): It is also possible for potential 
participants to have no knowledge of a domain of 
scientific inquiry. Such a participant would be referred to 
as a novice.  

Domain and Task Knowledge (DKTK): Although it is 
difficult to claim absolute ignorance (Kloos & Sloutsky, 
2008), it is plausible to have a mixture of some level of 
domain or task knowledge. In this case, different 
combinations of task and domain knowledge are possible; 
for example, a contributor may be highly knowledgeable 
about insects (high DK), but not have the knowhow to 
perform a citizen science task of classifying bees (low 
TK). Conversely, they may have low DK and high TK 
and many other possible variations of both knowledge 
types. 

The different crowd recruitment strategies employed in 
citizen science emphasize one or more of these types of 
knowledge. In the next section, we explore theoretical 
perspectives on the likely consequences of these types of 
knowledge and, concomitantly, recruitment strategies, on 

the quality of crowdsourced data collected in citizen 
science projects. 

 

THEORETICAL FOUNDATION 

Since recruitment decisions are centered on the relevance 
of contributor knowledge to achieving high quality 
crowdsourced data, we must understand how knowledge 
affects data quality. Furthermore, the eventual quality of 
information collected in a citizen science project is 
determined by the quality of data contributed by the 
individual crowd members. We therefore take a 
microscopic view of data quality and its dimensions and 
how an individual contributor’s knowledge determines the 
quality of data he or she contributes. Humans identify or 
classify by matching attributes of newly observed entities 
to known attributes of similar entities. In a microscopic 
view of data quality, the dimensions of quality become 
more granular: accuracy is viewed as the correct 
identification of the attributes of instances. Completeness 
is the capacity of contributors to consider all relevant 
attributes of a phenomenon that may be useful in 
classifying it and not just the diagnostic ones. Context-
awareness refers to the capacity of contributors to identify 
attributes external to the entity under study, but in 
interaction with it. Format will imply their capacity to 
report the entity either using its attributes or the 
determined class of the entity based on those attributes. 

Classification theory provides a useful foundation for 
understanding and exploring the interaction between 
knowledge and data quality. Classification (or 
categorization) is a fundamental human capability. We 
classify to make efficient use of our cognitive resources 
by organizing our existing knowledge about phenomena 
mainly through their similarities, allowing us in turn to 
make predictions about new instances and events (Best, 
Yim, & Sloutsky, 2013; Parsons & Wand, 2008, 2013). 
Classes are therefore useful abstractions of the similarities 
of the classified phenomena. Classification theory and its 
relevance to information system (IS) analysis and design 
have been extensively discussed (see Parsons, 1996; 
Wand, Monarchi, Parsons, & Woo, 1995).  

To classify instances of phenomena, humans learn to 
manage limited cognitive resources by paying selective 
attention to only relevant features that aid in identifying 
instances of the class, while irrelevant features (those not 
useful for predicting class membership) can be safely 
ignored. Although selective attention leads to efficient 
learning, especially when making connections between 
instances with very sparse similarities and dense 
dissimilarities, it has costs. The primary cost of selective 
attention is a learned inattention to features that are not 
“diagnostic” in the present context (Colner & Rehder, 
2009; Hoffman & Rehder, 2010). If these features, 
however, become diagnostic in another context, then the 
ability to make predictions and transfer knowledge is lost. 
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We consider two perspectives on selective attention in 
literature. 

First, the tendency for selective attention and 
classification occurs naturally in humans as we acquire 
knowledge about entities in our world. Nonetheless, the 
absence of this tendency is “a developmental default” 
(Gelman, 1988; Gelman & Coley, 1990; Gelman & 
Markman, 1986; Kloos & Sloutsky, 2008). It forms with 
development to aid classification as a mechanism for 
coping with the deluge of information around us. For this 
reason, the capacity to classify is a distinguishing factor 
between adults and infants. For example, experiments 
conducted by Best et al. (2013), comparing the ability of 
infants and adults to selectively attend to attributes of 
instances based on prior or current knowledge, show that 
infants do not have the capacity for selective attention. 
Infants reason about classes by observing all the features 
of individual instances (Gelman & Markman, 1986). We 
contend they are naturally comparable to novices in the 
domain of a distributed knowledge crowdsourcing 
project. Like infants, novices also lack prior knowledge. 
Infants can, therefore, help us understand how novices 
and less knowledgeable contributors – people with 
incomplete knowledge – perceive instances (Keil, 1989; 
Kloos & Sloutsky, 2008).  

Conversely, the tendency of adults to selectively attend to 
attributes of phenomenon about which they have 
knowledge can help us understand knowledgeable 
contributors in crowdsourcing projects. Knowledge of the 
domain or subject of research of a citizen science project 
will help contributors identify instances observed 
(Harnad, 2005). We predict that this knowledge will lead 
experts to focus on relevant features; thus, we expect 
them to be less likely to attend to non-diagnostic 
attributes than novices. We therefore make the following 
proposition: 

Proposition 1: Crowdsourced Data collected through 
recruitment strategies that emphasize high contributor 
domain knowledge will contain less contextual properties, 
will be less complete and less accurate (lower quality 
data) than those that do not impose a domain knowledge 
requirement.  

In other words, we predict that any recruitment strategy 
that restricts participation in a citizen science project 
based on domain knowledge, risks collecting lower 
quality data than one that does not, as participants’ 
domain knowledge increases their tendency to ignore 
attributes that may otherwise have resulted in higher 
quality data. We make this argument considering the role 
a contributor’s knowledge plays in his or her ability to 
consider observable attributes, and not just diagnostic 
ones, and consequently provide accurate classification 
(that will eventually lead to a more complete dataset for 
the citizen science project). 

Second, Hoffman and Rehder (2010) showed the need to 
differentiate supervised classification – engendered by 

some form of explicit training (e.g., by a teacher) with 
sufficient feedback to improve the classifier’s skill – from 
unsupervised classification – classification formed 
without explicit training (self-taught). They argued that 
the latter “may involve less rule-based processing” and 
consequently, more attentiveness to attributes. They 
emphasized the tendency for supervised learning (i.e. 
training with feedback to ensure that the person learns) to 
lead to formation of rules if they were not already 
explicitly taught, and selective attention to diagnostic 
attributes. They explained that “expert classification 
involves the same sort of attention optimization that 
characterizes supervised classification learning” (p. 336), 
which is due to extensive training and the type of task. 
We therefore contend that contributors trained in the 
citizen science task to be performed will show more 
selective attention than those who have not been trained. 
That is, if contributors are trained to perform a specific 
citizen science task, their tendency to selectively attend to 
only attributes that fit their training and ignore changes to 
other aspects of the phenomenon under study increases 
when compared to those who have not been trained.  

Proposition 2: Crowdsourced Data collected through 
recruitment strategies that emphasize training will show a 
higher level of incompleteness, lack of context and 
inaccuracy than those that do not. 

In other words, we predict that strategies that include 
training of participants also increases their tendency to 
prioritize some dimensions of data quality over others 
and, in some instances, ignore attributes of entities that 
are not considered in the training received. This will lead 
to lower quality data. In addition, we also predict that the 
effect of training on contributors will be similar regardless 
of the level of domain knowledge they possess before the 
training. Nonetheless, we expect that, even though 
domain knowledge can itself be polarizing as expressed in 
Proposition 1, it will mitigate the effect of task 
knowledge. This implies that the higher the level of 
domain knowledge a contributor has, the lower their 
tendency to fixate on only attributes that are congruent 
with their training.  

 

DISCUSSION AND CONCLUSION 

The quality of information gathered through citizen 
science is pertinent to stakeholders. In addition, there is 
value in ensuring high quality data, ranging from 
reliability for decision-making and predictions to capacity 
for multiple uses and perhaps even unanticipated uses. 
The literature suggests that the level of knowledge of the 
crowd we recruit correlates with the quality of data we 
get. However, from the theoretical perspectives explicated 
here, the correlation may not necessarily be positive for 
all dimensions of data quality. In fact, classification 
theory suggests that a contributor’s high level of 
knowledge may be detrimental to their ability to provide 
quality data along some dimensions. We posit that 
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restrictive recruiting strategies lead to crowds that 
minimize the contextual characteristics and differences in 
the non-diagnostic attributes of entities when these 
differences exist, focusing instead on commonalities in 
diagnostic attributes. On the other hand, ideal recruitment 
strategies will lead to a good crowd - one that is sensitive 
to similarities as well as differences between instances of 
phenomena, considering all their attributes.  

For this reason, crowd recruitment strategies may support 
or deter novel discoveries and usefulness of data. Even 
strategies than include using experts to filter collected 
data may be sub-optimal for data quality especially 
because there is a tendency for people to only permit data 
they consider congruent to their existing knowledge, a 
phenomenon termed “cognitive disfluency” (Owen, 
Halberstadt, Carr, & Winkielman, 2016). Therefore, as 
recruitment strategy may inform the design of citizen 
science systems, it may correspondingly determine the 
system’s ability to acquire and access accurate, complete, 
and context aware data, especially unanticipated or 
atypical ones (Lukyanenko et al., 2014; Parsons & Wand, 
2014). Additionally, research objectives may not be fully 
formed at the time of project’s commissioning 
(Lukyanenko et al., 2016; Newman et al., 2012). 
Therefore, recruitment choices that affect the data 
collected will also affect the capacity of the project to 
support changes in its goals, limiting its ability to 
accommodate and engender novel discoveries.  

We are currently designing experiments to test the 
propositions developed in this paper. 
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